
Ground-based SO2 
Measurements

José L. Palma, University at Buffalo
Lizzette Rodriguez, University of Puerto Rico

PASI, January 2011



Measuring SO2 emissions



FLYSPEC
Optics

Electronics

USB2000 ComputerCalibration
Cells

+





USB2000 Spectrometer

Ocean Optics USB2000 Fiber Optic 
Spectrometer. 
Spectrometerʼs components: 1=SMA 
connector, 2=slit, 3=filter, 4=collimating 
mirror, 5=grating, 6=focusing mirror, 
7=Optional L2 detector collection lens, 
8=CCD detector. 

The USB2000 incorporates a 
monochromator based on an 
asymmetric crossed Czerny-Turner 
configuration, and a 2048-element 
charge coupled device (CCD) linear 
silicon array



Intensity and Transmittance

case, results in a field of view of 44 mrad (∼2.5
◦
) (Horton et al., 2006). The integration time

varies in the range 3 milliseconds-65 seconds with a data transfer rate for full scans (2048

wavelengths) into memory every 13 milliseconds. An external view of the USB2000 and the

configuration of the monochromator are shown in Figure 2.2, and the characteristics and

function of each component are listed in Table 2.1.

2.3 Theory and methodology of absorption retrieval

2.3.1 Scattered sunlight

The general equation that relates the intensity of light coming into the spectrometer

(or the power carried by a light beam, Brown, 2000) to the gas absorption in the atmosphere

can be expressed as follows (e.g. Platt, 1994):

I(λ) = I0(λ)e−L[ΩS(λ)+ΩRM (λ)]
(2.1)

where:

I(λ) = transmitted intensity

I0(λ) = initial intensity

λ = wavelength

L = path length

ΩS(λ) = molecular absorption over all gas species

ΩRM (λ) = Rayleigh and Mie scattering

In this case I0(λ) is the unattenuated light spectrum, and I(λ) is the absolute wavelength-

dependent intensity obtained. The transmittance is the ratio between the light spectrum that

is transmitted and acquired by the spectrometer, and the initial or source light spectrum:

T = I/I0 (2.2)

reduces the spectral range. The optical resolution can be calculated as follows:

opt.res. [nm] = dispersion [
nm

pixel
]× pixel resolution [pixel]

where the dispersion is the spectral range of the grating divided by the number of detector pixel elements
(2048 for the USB2000 CCD array); the pixel resolution depends on the value from slit size and the fiber
diameter chart.
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2.3.2 Absorption cross-section

The absorption, A, is defined as the logarithm of the ratio between a reference (without

the sample) and transmitted (through the sample) intensity of light, with all other conditions

or variables constant (e.g. Thorburn, 1993; Smith, 2002):

A = − ln(T ) = − ln(I/I0) (2.3)

In the laboratory, the main variables that must be controlled are temperature, pressure and

intensity of the artificial (source) light. Likewise when studying volcanic plumes in the field

it is important to be aware of the changing light and atmospheric conditions (Williams-Jones

et al., 2007).

As the volcanic plume moves and disperses in an area around the vent, it is possible

to measure the background atmosphere in a path-length where the plume is not present

(Figure 2.3). This measurement of the atmospheric background, along with the acquisition

of calibration cells spectra, provides advantages when processing the spectra as radiative

transfer modeling is not necessary, and most of the non-desirable scattering effects (e.g.

inelastic Raman scattering) affecting the true molecular absorption can be separated (Horton

et al., 2006).

Rearranging Equation 2.1 to include the effect of the light passing through the volcanic

plume:

I(λ) = I0(λ)e−LΩAe−lΩp (2.4)

where ΩA considers the general atmospheric absorption without the plume (ΩS + ΩRM ), Ωp

is the molecular absorption that takes place within the volcanic plume only, and l the path

length (vertical thickness) of the volcanic plume (l << L). The reference light spectrum is

defined as:

IR(λ) = I0(λ)e−LΩA (2.5)

which must be measured away from the plume. Then, combining equations 2.4 and 2.5 the

absorbance profile of the volcanic plume is obtained:

Aplume(λ) = − ln

�
I(λ)

IR(λ)

�
= l Ωp (2.6)
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Acquisition of Light Spectra
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Absorption
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Figure 2.3: Basic model that accounts for the path and interaction of sunlight that is cap-

tured by the spectrometer. The thickness of the arrows represents the intensity of light that

decreases as sunlight is scattered and absorbed within the atmosphere and volcanic plume.

2.3.3 Beer-Lambert Law

Assuming an ideal case in which the reference light spectrum does not change (IR

constant, equation 2.5), and the SO2 is the only absorbing species in the wavelength range

of interest, the Beer-Lambert law (or just Beer’s law) expresses a linear relationship between

the gas concentration and the absorbance (e.g. Thorburn, 1993; Smith, 2002):

Aplume(λ) = σSO2(λ) cSO2 l (2.7)

where σSO2(λ) is the absorptivity coefficient, cSO2 the concentration of sulphur dioxide, and l

the path length of the plume. As the absorbance is dimensionless, the units of concentration

of any species is inverse to the units of its absorptivity coefficient. Typically, the path-

length concentration of SO2 (cSO2 l) is expressed in units of ppm · m (parts per million

by metre). Gerlach (2003) pointed out that the calibration of the instrument in terms of

‘column abundance’ units [kg/m2] instead of ‘path-length concentration’ units [ppm·m], might

facilitate the calculation of gas emission rates6. This is achieved by re-scaling the units of

the calibration cells (in ppm·m) by a factor 2.663·10−6. In practice, this is the user’s choice

since the results obtained from calculating gas emission rate with either units are equivalent.

The units ppm·m are used in this thesis throughout, and the terms column abundance and

path-length concentration are used interchangeably.

In analytical chemistry the Beer-Lambert law is used to calculate the gas concentration

6
For SO2: 1 ppm·m = 2.663·10−6

kg m
−2

(Gerlach, 2003).
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SO2 absorption
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Differential absorbance



DA Correlation

tion spectra; the dark and reference light spectra can be also stored, so the original light

spectra can be restored later on. If the goal of the spectral averaging is to smooth the final

gas concentration time series only, the best option is to calculate the gas column abundance

from each light spectrum captured by the instrument, and then apply a moving average over

that time series. Moreover, using every individual light spectrum to calculate the absorbance

and gas concentration also allows the recognition (and correction) of ‘spikes’ or other rapid

deviations from the genuine light absorption and gas column abundance obtained from the

volcanic plume

Relation between differential absorption profiles

Since in the wavelength dependent DA profile the variation in amplitude of the narrow

features depends on the gas path-length concentration only, and that the absorptivity coef-

ficient in Equation 2.16 is independent of the gas concentration, it follows that wavelengths

with similar DA amplitude should have similar absorptivity coefficients. Thus, any pair of

DA profiles can be correlated so that one profile can be obtained from the other through

a multiplication factor f , that is related to the difference in gas path-length concentrations

only (Figure 2.8). Indeed, since for higher gas concentrations the narrow features of the

differential absorbance are larger, in order to get the DA profile associated with a relatively

high gas concentration from a profile associated with a relatively lower gas concentration, the

former can theoretically be obtained from the latter by multiplying it by a factor f , that is

higher than unity and close to the ratio of the gas concentrations11:

DAh(λ) = f · DAl(λ) f > 1 (2.17)

where DAh and DAl are the differential absorption spectra associated to a relatively high

and a low gas concentration, respectively (Figure 2.8).

Active correlation between absorption amplitude and gas concentrations

From the calibration procedure, the DA spectra and corresponding known gas path-

length concentrations of the calibration cells are required to calculate the parameters of
11

An example: a DA profile of a gas sample with 10 ppm·m SO2 can be obtained from a second DA profile

of a sample of 5 ppm·m, by multiplying the later by a factor f of about 2. It would be exactly 2 only if the

relationship between the absorption values and the gas concentration is perfectly linear.
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Figure 2.8: Theoretical comparison of the amplitude of two differential absorption spectra.

It yields a slope (multiplication factor, f) higher than one when the narrow features of the

new spectrum are larger than the spectrum of the calibration cell, and lower than one on the

contrary. Thus, when f > 1 and f < 1 the new spectrum is associated to higher and lower

gas concentrations, respectively.

the correlation model, and to obtain the unknown concentration. To perform the active

correlation between DA profiles, a Bisquare Weighed Least Square (BWLS) is applied to

each pair of profiles corresponding to the new spectrum (of unknown concentration) and the

calibration cells DA spectra. The advantage of this technique is that it minimizes the effect

of outliers by iterative calculation of the weights of each data point, based on how far they

are from the fitted line12. Thereby, it also reduces the inherent noise of the DA spectrum.

An example of the correlation between three absorption profiles is shown in Figure 2.9. The

comparison of each pair of DA profiles requires the choice of one of the profiles as a reference

profile, which is compared to all the others profiles. The resulting amplitude factors represent

a linear estimation of the DA amplitude, relative to the reference DA profile (which gets

assigned a value of 1).

The result of this approach in the experiment with ten known concentrations (Ta-

ble 2.3) is depicted in Figure 2.10. In this case, the whole set of calibration cells exhibited a

non-linear relationship between the DA amplitude and SO2 path-length concentration. This

deviation from linearity is particularly stronger with cells of gas concentrations higher than

2000 ppm·m. Using all the calibration cells (up to 3560 ppm·m), it is found that a third-

order polynomial model (model B) fits the data better than a quadratic polynomial (model

A) (Table 2.3). The stronger deviation from linearity at high gas concentrations is also evi-

denced by the good correlation that a quadratic model yields when only two calibration cells,

12
See MATLAB’s Help
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Calculate P-L Concentration
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Figure 2.10: Non-linear relationship between the differential absorbance amplitudes and SO2

path-length concentrations for a set of 10 calibration cells (Table 2.2). The linear factor in
the abscissa is the amplitude factor calculated with the BWLS technique where the highest
concentration was used as the reference profile.

The FLYSPEC is commonly operated with just two calibration cells, a low- and a high–

concentration cell (Lc and Hc, respectively). Those are sufficient to create a reliable quadratic

model to cover the whole gas concentration range from zero to, at least, the concentration of

the Hc cell (e.g. model C in Table 2.3).

In active correlation, the DA profile of the new sample of unknown concentration is

compared to those of the Lc and Hc cells, as depicted in Figure 2.8. As an example, and simply

to illustrate this procedure, it will be assumed that the gas concentration of the new sample

is higher than that of the Lc cell and lower than that of the Hc cell. Thus, the two amplitude

factors obtained from these comparisons are fl = f(low, new) > 1 and fh = f(high, new) < 1

(Equation 2.17, Figure 2.8). If DAnew, DAhigh and DAlow are the differential absorbance

profiles of the new gas sample, high and low calibration cells, respectively, the relations

between them can be expressed as follow:

DAnew = fh · DAhigh fh < 1

DAnew = fl · DAlow fl > 1
(2.18)

With these amplitude factors and the concentrations of the calibration cells, a quadratic

model with zero (0,0) intercept can be formulated (Figure 2.11):

Ci = a · f̃2
i + b · f̃i (2.19)

measured gas concentrations. It is likely to expect only small variations but, in practice, this type of analysis
should be carried out on every single instrument in order to constrain their own characteristics and capabilities.
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Table 2.3: Error of the quadratic models. Models A and B are quadratic and third–order
polynomial models, respectively, that use all cells. Model C is a quadratic model using
only two calibration cells (UHl and UHh). Models D and E are linear and quadratic models,
respectively, that only use cells with concentrations lower than 2000 ppm·m. All these models
were calculated with a zero–intercept condition. The error is calculated as concentration
minus model value.

Cells Concentration Error of the model
[ppm m] A B C D E

none 0 0.0 0.0 0.0 0.0 0.0
OUl 438 45.3 -15.7 6.1 -35.9 0.4
UHl 448 40.1 -21.5 0.0 -42.7 -5.7

OUl+UHl 886 38.6 -7.9 -10.5 -53.4 -11.5
UHh 1375 32.0 31.8 0.0 -7.0 12.7
OUh 1504 3.9 18.4 -18.2 -7.8 0.4

OUl+UHh 1813 -15.6 24.1 -11.4 42.8 20.9
OUh+UHl 1915 -82.6 -34.0 -62.3 17.9 -22.0
OUh+UHh 2878 -30.8 -3.6 100.6

OUh+UHh+HMl 3048 -46.5 -40.5 111.7
OUh+UHh+HMh 3568 90.0 32.2 307.0

where Ci is the gas concentration of the cell, f̃i = 1/fi is the inverse of the amplitude factor,

the subscript i = l, h represents the calibration cells, and a, b are the constants of the model.

The above equation can be re-arranged (dividing it by the factor f̃i) to obtain the equation

of a straight line,

Ci · fi = a
1
fi

+ b (2.20)

which can be easily solved for the parameters a and b. Thus, the concentration of the new

gas sample can be calculated as:

Cnew = a + b (2.21)

In passive correlation, the relation between the DA amplitude and gas path-length

concentration is obtained by using the low–concentration (Lc) cell as the reference cell, and

calculating the factor f(low, high) > 1 with the high–concentration (Hc) cell. Thus, the

quadratic model is calculated with the set of amplitude factors x = {0, 1, f(low, high)} and

corresponding concentrations y = {0, C(low), C(high)}, where C is the concentration of the

calibration cell. The coefficients of this model have to be stored during the calibration set

up, along with the DA profile of the Lc cell. Then, to calculate the concentration of a

new (unknown) gas sample, the new DA profile is compared to the DA profile of the low–
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Procedure for calculation of the SO2 path-length 
concentration from raw light spectra data

1. Set parameters of the spectrometer (light correction and fitting ranges) and 
calculations. 
2. Set the calibration

(a) Read reference (background) and dark (instrument offset) files 
(b) Read spectra and get concentrations of calibration cells
(c) Calculate and store the differential absorbance of the calibration cells 

3. Read files with new measurements
(a) Read dark and reference files if they are different to the corresponding 
calibration files
(b) Open the file with new measurements 

4. Loop over the spectra in the new scan file
(a) Read a single spectrum 
(b) Get the differential absorbance of the new spectrum
(c) Correlate the differential absorbances of the calibration cells with the new 
spectrum, and calculate the concentration of SO2

5. (Optional) Identify and label spikes 
6. Plot and save the results


